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MIDAS: a Two-Stage Training Pipeline

§ Real-world embodied conversation will be 
multimodal.

§ Pure language might not be expressive and
precise enough to describe a task.

§ A generalist robot should be able to learn from 
in-context demonstrations.
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[SEP]
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Challenges from multimodal prompts

A Decoder-only Architecture

§ A robot must understand the underlying 
transition dynamics suggested by the prompts. 

§ Imitation Learning falls short in teaching robots 
to understand inverse dynamics, as future 
observations are often masked out when 
training to predict actions from the history.

Multimodal Prompt Encoder: Augment pretrained LM with
a residual connection to the input object token

Model each action dimension as an individual token

§ At t = 2, the robot should move either the 
heart or the cross block.

§ Independently predicting each action 
dimension can results in task failure.
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Evaluate In-Context Learning Ability

§ Given any sequence of robot trajectory, we 
can always create a motion-following task.

§ Our two-stage MIDAS training pipeline:
1) Inverse Dynamic Pretraining + 2) Multitask 
Finetuning 
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